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## SURDS AND INDICES

## INTRODUCTION - NUMBER SETS

Real numbers $(\mathbb{R})$ are all numbers that correspond to some number on a number line (whether whole - integers, or decimal numbers, positive or negative).

The set of real numbers can be separated into two subsets: rational ( $\mathbb{Q}$ ) and irrational (no sign for them) numbers. All rational numbers can be expressed as fractions of two integers, whereas the irrational numbers cannot.

Natural numbers are positive counting numbers ( $1,2,3$, etc.). They are denoted $\mathbb{N}$. Integers are whole numbers, whether positive or negative, denoted $\mathbb{Z}$ (and there are two subsets to this - positive integers, $\mathbb{Z}^{+}$, and negative, $\mathbb{Z}^{-}$).

Roots that cannot be expressed as rational numbers are called SURDS. Surds are expressions containing an irrational number - they cannot be expressed as fractions of two integers. Examples are $\sqrt{2}, \sqrt{11}, \sqrt{10}$. When asked to give an exact answer, leave the square roots in your answer (although you may have to manipulate and/or rationalise the denominator) as you can never give an exact value of an irrational number.

## Rationalising The Denominator

For historical reasons, you need to somehow always 'get rid' of the surd if it is in the denominator. There are several techniques of manipulation you can use.

When multiplying or dividing with surds, this may be helpful

$$
\begin{aligned}
& \sqrt{a} \times \sqrt{b}=\sqrt{a \times b} \\
& \frac{\sqrt{a}}{\sqrt{b}}=\sqrt{\frac{a}{b}} \\
& \sqrt{a} \times \sqrt{a}=\sqrt{a^{2}}=a
\end{aligned}
$$

When you get the expression which does not only have a surd in the denominator, but something like this:

$$
\frac{1}{\sqrt{5}-2}
$$

you need to think how to get the surd in the numerator and have denominator without any surds. So you may want to apply the difference of squares:

$$
(x-y)(x+y)=x^{2}-y^{2}
$$

This can also be applied to the case when one, or both, of the members of the brackets are square roots (or surds):

$$
(\sqrt{x}-\sqrt{y})(\sqrt{x}+\sqrt{y})=x-y
$$

So

$$
\frac{1}{\sqrt{5}-2}=\frac{1}{\sqrt{5}-2} \cdot \frac{\sqrt{5}+2}{\sqrt{5}+2}=\frac{\sqrt{5}+2}{(\sqrt{5})^{2}-2^{2}}=\sqrt{5}+2
$$

## Laws on Indices

To be good with surds, you also need to know all rules for indices:

$$
\begin{aligned}
& a^{0}=1 \\
& a^{-1}=\frac{1}{a}, \text { and }\left(\frac{a}{b}\right)^{-1}=\left(\frac{b}{a}\right) \\
& a^{n} \times a^{m}=a^{n+m} \\
& a^{n} \div a^{m}=\frac{a^{n}}{a^{m}}=a^{n-m} \\
& a^{\frac{n}{m}}=\sqrt[m]{a^{n}} \\
& a^{m} \times b^{m}=(a b)^{m}, \text { and }\left(\frac{a}{b}\right)^{m}
\end{aligned}
$$

## COMMON MISTAKE

Never, ever split the sum or difference of an expression like $\sqrt{x+y}$ into $\sqrt{x}+\sqrt{y}$. You can't do that because you have two different numbers in an expression which is of the form $(x+y)^{\frac{1}{2}}$. And as with any other powers of expressions within the brackets you can't just apply the powers to the members of the brackets, but you must imagine these bracketed expressions multiplying each other as many times as the power says.

What you CAN do is break a number or a product under a root into its factors, some of which will hopefully be numbers that you will be able to take outside of the root. For example,
$\sqrt{27}=\sqrt{9 \cdot 3}=3 \sqrt{3}$
or
$\sqrt{8 x^{3}}=\sqrt{4 \cdot 2 \cdot x^{2} \cdot x}=2 x \sqrt{2 x}$

## Algebra - Difference of SQUARES AND FEW OTHER THINGS

## Algebraic Expressions

A term consists of products of numbers and letters; for example $3 a^{2}+4 b$ is a term.
The numbers multiplying the letters in an expression or equation are called coefficients; for example, $a$ and $b$ in the following expression $a x^{2}+b x$ are coefficients.

## Functions and Polynomials

Relationship between an input value and the output value defined by mathematical expression is called function. Function can be written as $y=x^{2}$, or $f(x)=x^{2}$. In both cases, this statement says that for any value of $x$, the value of $y$, or $f(x)$ will be the square of the original (input) value.

Linear function has a form $f(x)=m x+c$, and the corresponding graphical presentation of this function will be a straight line.

Quadratic function has a form $f(x)=a x^{2}+b x+c$, and the corresponding graphical presentation will be a parabola.

Polynomial has a form $a_{n} x^{n}+a_{n-1} x^{n}+\ldots+a_{0} x^{0}$. The degree of polynomial is determined by the greatest power of $x$, so in this example, polynomial would have $n^{\text {th }}$-degree.

## Useful Products and Factorisations for Algebraic Manipulation

These are to be memorised if you can - they can be very useful to you.

$$
\begin{aligned}
& (a+b)(a-b)=a^{2}-b^{2} \\
& (x+a)(x+b)=x^{2}+(a+b) x+a b \\
& (a+b)^{2}=a^{2}+2 a b+b^{2} \\
& (a-b)^{2}=a^{2}-2 a b+b^{2} \\
& (a+b)^{3}=a^{3}+3 a^{2} b+3 a b^{2}+b^{3} \\
& (a-b)^{3}=a^{3}-3 a^{2} b+3 a b^{2}-b^{3} \\
& a^{3}+b^{3}=(a+b)\left(a^{2}-a b+b^{2}\right) \\
& a^{3}-b^{3}=(a-b)\left(a^{2}+a b+b^{2}\right)
\end{aligned}
$$

## COMMON MISTAKE

Don't ever do something like $(a+b)^{2}=a^{2}+b^{2}$ because you have missed the point that
$(a+b)^{2}$ actually means $(a+b)(a+b)$, which will give you, as above,
$(a+b)^{2}=a^{2}+2 a b+b^{2}$.

## BINOMIAL EXPANSION

INTRODUCTION - WHAT IS IT ALL ABOUT
Binomial simply means - two terms. Binomial expansion is about expanding an expression of two terms within a pair of brackets, which are put to a power. It is any expression such as this:
$(a+b)^{n}$
Using Pascal's triangle
You can use Pascal's triangle for the binomial expansion of any degree:

| $(a+b)^{0}=$ | 1 |
| :--- | :--- |
| $(a+b)^{1}=$ | $1 a+1 b$ |
| $(a+b)^{2}=$ | $1 a^{2}+2 a b+1 b^{2}$ |
| $(a+b)^{3}=$ | $1 a^{3}+3 a^{2} b+3 a b^{2}+1 b^{3}$ |
| $(a+b)^{4}=$ | $1 a^{4}+4 a^{3} b+6 a^{2} b^{2}+4 a b^{3}+1 b^{4}$ |

Now carefully compare how the coefficients and powers relate to Pascal's triangle


Alternative method of finding coefficients relies on the theory of combinations.
$n$ factorial is $n!=n(n-1)(n-2)(n-3) \times \ldots . \times 3 \times 2 \times 1$
By definition $0!=1$

$$
\text { (say ' } n \text { choose } r \text { '). }
$$

Then the formula for binomial expansion of $(a+b)^{n}=$ is
$(a+b)^{n}=\binom{n}{0} a^{n}+\binom{n}{1} a^{n-1} b+\binom{n}{2} a^{n-2} b^{2}+\binom{n}{3} a^{n-3} b^{3}+\ldots\binom{n}{r} a^{n-r} b^{r}+\ldots+\binom{n}{n} b^{n}$

## More Algebra

## Division of Polynomials

Sometimes you will have to divide one polynomial by another. For example, $\left(x^{4}-3 x+5\right) \div(x-4)$. The divisor is $(x-4)$, and generally divisor is considered to be of a form $(x-a)$.
The polynomial $\left(x^{4}-3 x+5\right)$ begins with a fourth power, but then doesn't have cube or square term. It is wise however to still count the missing terms in the expression, but with the coefficients 0 , like this:
$\left(x^{4}+0 x^{3}+0 x^{2}-3 x+5\right)$.
Now you can write this down as in long division: $x - 4 \longdiv { x ^ { 4 } + 0 x ^ { 3 } + 0 x ^ { 2 } - 3 x + 5 }$.
Or if you look at the coefficients of the larger expression, like this

$4 |$|  | 1 | 0 | 0 | -3 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Now bring down the first coefficient down
$4 \left\lvert\, \begin{array}{llllll}4 & 0 & 0 & -3 & 5\end{array}\right.$

1
multiply 4 (generally $a$ ) with this first coefficient (which was brought down) and put it under the next coefficient

| 4 | 1 | 0 | 0 | -3 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 4 |  |  |  |

Then $0+4=4$, which you write under

| 4 | 1 | 0 | 0 | -3 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 4 |  |  |  |  |
|  | 1 | 4 |  |  |  |

Repeat the process

| 4 \| | 1 | 0 | 0 | -3 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 4 | 16 | 64 | 244 |
|  | 1 | 4 | 16 | 61 | 249 |

The result will be $x^{3}+4 x^{2}+16 x+61+\frac{249}{x-4}$

## Remainder Theorem

states that if $f(x)$ is divided by $(x-a)$ the remainder is $f(a)$; if $f(x)$ is divided by $(a x-b)$ the remainder is $f\left(\frac{b}{a}\right)$.

## Factor Theorem

states that if $f(a)=0 \Leftrightarrow(x-a)$, is a factor of $f(x)$
And if $f\left(\frac{b}{a}\right)=0 \Leftrightarrow(a x-b)$ is a factor of $f(x)$.

## SOLVING QUADRATIC EQUATIONS

## GENERALLY SPEAKING...

There are three main ways to solve a quadratic equation:

1. By trying to factorise it; so that you get an equation of the sort

$$
(x-a)(x-b)=0
$$

then it is easily seen that if $(x-a)(x-b)=0$ either $x=a$, or $x=b$
2. By using the formula for solving the quadratic equation, which relates to

$$
a x^{2}+b x+c=0
$$

and the two solutions would be $x_{1,2}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}$
3. By completing the square, so that you get something like

$$
(x-3)^{2}-25=0
$$

which means that you can write that as

$$
(x-3)^{2}=25
$$

and then you can take square root of both sides, which gives you

$$
\begin{aligned}
& (x-3)= \pm \sqrt{25} \\
& \text { so, } x=3 \pm 5 .
\end{aligned}
$$

## Completing the square

Always look to have coefficient with $x$ to be $a=1$, or manipulate your equation until you have it like that.

Let us say you have a usual quadratic of a form

$$
a x^{2}+b x+c=0, \text { where } a=1
$$

You need to use half of $b$, so let us introduce a value $k$ such that $k=\frac{b}{2}$.
Re-write your equation as

$$
(x+k)^{2}-k^{2}+c=0
$$

Because neither $k^{2}$ nor $c$ have $x$ 'attached' to them, you can tidy the equation up and that will be completed square of the original equation.

You can also use the completed square form to sketch the graph of a quadratic faster. The information given by the completed square form is
$y=a(x+p)^{2}+q$

The vertex of parabola will have coordinates $(-p, q)$; its axis of symmetry will be $x=-p$. It will be $\cup$ shaped if $a>0$, and $\cap$ shaped if $a<0$.


## Sketching Quadratics

FIRST THINGS FIRST - WHAT IS QUADRATIC?
Function of a form
$y=a x^{2}+b x+c$
is called quadratic - and its graph is a parabola.
Let us look at a specific function,


To sketch it, follow these steps:

1. First look at the coefficient next to $x^{2}$ (remember that would be $a$ ). There are two possibilities

- $\quad a<0$ in which case the parabola would be side up - like a hill
- $\quad a>0$ in which case the parabola is like a valley

In our case, $a>0$, so it is a 'valley'.
2. You can now look at the formula for finding the roots of the function:

$$
x_{1,2}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}
$$

The part under the square root is called the discriminant; there are three possibilities

- $\sqrt{b^{2}-4 a c}>0$, in which case the function has two roots (the parabola cuts the $x$-axis in two places
- $\sqrt{b^{2}-4 a c}=0$, in which cases there is a repeated root, the parabola only touches the $x$-axis
- $\sqrt{b^{2}-4 a c}<0$, in which case there are no real roots - the parabola will not cut or touch the $x$-axis.

3. Now complete the square for this function (equate it with 0 , to find the roots at the same time). For the given function, $x^{2}+6 x+3=0$, the completed square form would be $(x+3)^{2}-9+3=0$, or when tided up, $(x+3)^{2}-6=0$.

The roots are $x=-3 \pm \sqrt{6}$
4. The completed square form gives us various information; let us think of it as being generally of a form $a(x+p)^{2}+q$
a. The axis of symmetry for the parabola will be $=-p$; in our case -3
b. The vertex of this parabola will be $(-p, q)$; in our case $(-3,-6)$
5. We could have found the roots by either using 2 , or 3 , as above. In either case, we have two distinct roots in our example, and they are $-3 \pm \sqrt{6}$. These are two points at which parabola cuts the $x$ axis, $(0,-3+\sqrt{6})$, and $(0,-3-\sqrt{6})$.
6. To find where the parabola intersects with the $y$-axis, substitute $x=0$ In our case, that would be at $y=3$.

## Trigonometric Functions

## Radians



Some most common values:

| $\theta$ in degrees | $\operatorname{Sin} \theta$ | $\cos \theta$ | $\tan \theta$ | $\theta$ in radians |
| :---: | :---: | :---: | :---: | :---: |
| $0^{\circ}$ | 0 | 1 | 0 | 0 |
| $30^{\circ}$ | $\frac{1}{2}$ | $\frac{\sqrt{3}}{2}$ | $\frac{1}{\sqrt{3}}$ | $\frac{\pi}{6}$ |
| $45^{\circ}$ | $\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ | 1 | $\frac{\pi}{4}$ |
| $60^{\circ}$ | $\frac{\sqrt{3}}{2}$ | $\frac{1}{2}$ | $\sqrt{3}$ | $\frac{\pi}{3}$ |
| $90^{\circ}$ | 1 | 0 | undefined | $\frac{\pi}{2}$ |

THE SPECIAL TRIANGLES


1


1

## GRaphs of Trigonometric Functions





TRIGONOMETRIC IDENTITIES
For all values of $\theta$ :

$$
\frac{\sin \theta}{\cos \theta}=\tan \theta \quad \sin ^{2} \theta+\cos ^{2}=1 \quad \sin \theta=\cos \left(90^{\circ}-\theta\right) \quad \cos \theta=\sin \left(90^{\circ}-\theta\right)
$$

## APPLICATIONS OF TRIGONOMETRY

## Areas and Lenghts



Area of sector, $A=\frac{1}{2} r^{2} \theta$
Length of arc, $s=r \theta$

Area of a triangle

$$
A=\frac{1}{2} a b \sin C
$$



Area of segment, $\mathrm{S}=$ Area of sector - Area of triangle
$S=\frac{1}{2} r^{2} \theta-\frac{1}{2} r^{2} \sin \theta=\frac{1}{2} r^{2}(\theta-\sin \theta)$

## SINE AND COSINE RULES

The sine rule says that, for any triangle, $\frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C}$
or alternatively, $\frac{\sin A}{a}=\frac{\sin B}{b}=\frac{\sin C}{c}$
The cosine rule says that, for any triangle: $a^{2}=b^{2}+c^{2}-2 b c \cos A$
Rearranging the cosine rule gives $\cos A=\frac{b^{2}+c^{2}-a^{2}}{2 b c}$

## LOGARITHMS

## Definition of a Logarithm

The logarithm of a positive number to a given base is the power to which the base must be raised to equal the given number.

$$
a^{x}=b
$$

For example

$$
10^{2}=100 \Leftrightarrow \log _{10} 100=2
$$

## Log Rules

As a log is a power (or index), the rules for combining logs relate to the rules combining indices.

For ANY BASE $c$, the rules are

$$
\begin{aligned}
& \log _{c} a b=\log _{c} a+\log _{c} b \\
& \log _{c} \frac{a}{b}=\log _{c} a-\log _{c} b \\
& \log _{c} a^{n}=n \log _{c} a
\end{aligned}
$$

For any base $\boldsymbol{a}$ (where $a>0, a \neq 1$ )

$$
\begin{aligned}
& a^{1}=a \Leftrightarrow \log _{a} a=1 \\
& a^{0}=1 \Leftrightarrow \log _{a} 1=0 \\
& a^{-1}=\frac{1}{a} \Leftrightarrow \log _{a} \frac{1}{a}=-1
\end{aligned}
$$

## Log Functions \& Solving Equations

Log functions and exponential functions are inverses of each other. One 'undoes' the other.

For any base $\boldsymbol{a}$ (where $a>0, a \neq 1$ )

$$
\begin{gathered}
\log _{a} a^{x}=x \\
a^{\log _{a} N}=N
\end{gathered}
$$

To change the BASE of the log use

$$
\log _{a} b=\frac{\log _{c} b}{\log _{c} a}
$$

To solve the equations involving indices and logs, of the type $a^{x}=b$, you can always take logs of both sides.

## EXPONENTIAL FUNCTIONS

The exponential function has the form $y=a^{x}$, where , $a>0, a \neq 1$

GRAPHS OF EXPONENTIAL FUNCTIONS
All graphs of exponential functions pass through the point $(0,1)$.
When $\mathrm{a}>1$, then the graph of exponential functions looks like this


When $0<a<1$, the graph looks like this


## INEQUALITIES

Linear Inequalities
When dealing with inequalities solve them as equations, but maintain the inequality sign as it originally held. It is unsafe to square both sides or take their reciprocals with the inequality in place, so be careful when doing that!

If you have two or more inequalities and you are trying to find the range of values for the unknown for which they will hold, the easiest thing to do is to draw a number line and find where the values hold in all cases. For example, find the range of values for which $5<2 x+1 \leq 11$; solving the two separately would give us
$5<2 x+1 \Leftrightarrow 4<2 x \Leftrightarrow x>2$
$2 x+1 \leq 11 \Leftrightarrow 2 x \leq 10 \Leftrightarrow x \leq 5$
and on the number lines that would like this
which means that the values for which both
 inequalities hold are $\quad 2<x \leq 5$

## QuAdratic Inequalities

The easiest way is to find the roots and factorise the quadratic inequality. Look at the signs to decide on the range of values of $x$ required to make the inequality true.

For example, solve $x^{2}-x-6<0$
Factorise the corresponding equation $(x-3)(x+2)=0$
Which means that either is $x=3$, or $x=-2$.
If we sketch the graph we would see that the range of values for which $y<0$ is enclosed by the parabola and the $x$ axis. Therefore the solution to the original inequality is


## Simultaneous Equations

## Different Cases



Two linear equations - their single point of intersection will result in one value for $x$ and one value for $y$ which will be the solutions to these two simultaneous equations.

If you have a quadratic and linear equations there are three possible cases:

There will be two points of intersection, therefore 2 values $x$ and 2 for $y$.

There is one point of intersection, $1 x$ and $1 y$.

No intersections between the two lines, therefore no common solutions.




## UsE of THE DISCRIMINANT

Without drawing the two graphs, you can use algebraic manipulation to find the same: rearrange the linear equation and substitute it into the quadratic. A new quadratic is
formed; use the discriminant of this new equation to see how many roots (common solutions) you will have for the two original equations.
If $d>0$ - there are two distinct roots
$d=0$ - one real root (repeated root)
$d<0-$ no real roots.

## Coordinate Geometry of a Straight Line

## Line Segments

The length of the line segment joining two points will relate to their coordinates. Have a good look at the diagram


The length joining the point A and C can be found by using Pythagoras' Theorem:

$$
\begin{aligned}
& A B^{2}+B C^{2}=A C^{2} \\
& A C=\sqrt{A B^{2}+B C^{2}}=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}
\end{aligned}
$$

Mid-point of the line can be found by using the same principle


## The Gradient of a Line

The gradient measures the steepness of the line.
It is defined as $\frac{\text { increase }^{\prime} y^{\prime}}{\text { increase }^{\prime} x^{\prime}}$, or $m=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$
When the gradient is 1 , the line makes a $45^{\circ}$ angle with either axes. If the gradient is 0 , the line is parallel to the $x$ axis.

Parallel and Perpendicular Lines
When two lines are parallel, their gradient is the same: $m_{1}=m_{2}$
When two lines are perpendicular, their product equals $-1: m_{1} m_{2}=-1$.

EQUATION OF A LINE
Forms of equations of straight line

| $y=m x+c$ | Line gradient $m$, the intercept on $y$-axis is c |
| :--- | :--- |
| $y=m x$ | Line gradient $m$, passes through the origin |
| $y=x+c$ | Line gradient 1, makes an angle of $45^{0}$ with the $x$-axis, and the intercept <br> on the $y$ axis is $c$ |
| $y=k$ | Line is parallel to the $x$ axis, through $(0, k)$ |
| $y=0$ | Line is the $x$ axis |
| $x=k$ | Line is parallel to the $y$ axis, through $(k, 0)$ |
| $x=0$ | Line is the $y$ axis |
| $a x+b x+c=0$ | General form of the equation of a straight line |

## Common tasks

... are of two types - find the equation of a line, when you have:

## 1. one point and a gradient

Let the point be given by the coordinates $\left(x_{1}, y_{1}\right)$
The gradient is given as $m$.
Then substitute the given values into
$y-y_{1}=m\left(x-x_{1}\right)$

## 2. two points

Let the given points be those with the coordinates $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$.
Then you can find the gradient $m$ by substituting these values into
$m=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$
You can then use the formula $y-y_{1}=m\left(x-x_{1}\right)$ and substitute the given values to get the equation.

To see whether a point lies on a line (whether straight or a curve), substitute the values of its coordinates into the equation. If the point indeed lies on that line, the equation will be satisfied, if not you will get an incorrect equation.

## Coordinate Geometry of a Circle

## Circle Equation

A circle is a loci of the points equidistant from its centre. It can be defined by its radius and its centre, or by any three points on its circumference.


Looking at the circle drawn at the origin, and simply using Pythagoras' Theorem, you can see that the radius can be easily found once you have $x$ and $y$ coordinates of any of the points on this circle. But more importantly these three values, $x, y$, and $r$, you can write the equation of the circle:

$$
x^{2}+y^{2}=r^{2}
$$



If the circle's centre is away from the origin, then you need to take into account the coordinates of the centre. They are on this picture shown as $a$ and $b$.

The equation of the circle here will be

$$
(x-a)^{2}+(y-b)^{2}=r^{2}
$$

## Equation of a Circle and Completing the Square

If you are given an equation of the circle that looks something like this $x^{2}+y^{2}+2 x-8 y+8=0$, then you need to complete the square for both $x$ and $y$. In this example, this will give you $(x+1)^{2}+(y-4)^{2}=3^{2}$, which means that the circle whose equation this is has a radius $r=3$, and the centre at a point $(-1,4)$.

## Problems

To find the equation of the tangent to a circle at a point on its circumference, use the fact that the tangent is perpendicular to the radius.

To find the equation of the normal to a circle at a point on its circumference use the fact that the normal is perpendicular to the tangent. See Coordinate Geometry of a Line.

## DIFFERENTIATION

## Rates of Change

The gradient of a straight line measures how steep the line is. It is calculated from the difference in $y$ over the difference in $x$.

Tangent to a curve at any point is the straight line which touches the curve at that point. It also gives a gradient of the curve at that point.

The process of finding the gradient of a function is called differentiation. This is part of what is called 'differential calculus'.


The gradient of $\mathrm{PP}_{1}$ will be $P P_{1}=\frac{\delta y}{\delta x}$, and that means that the gradient at P will be $P=\lim _{\delta x \rightarrow 0} \frac{\delta y}{\delta x}=\frac{d y}{d x}$

The gradient of a function at a particular point can then be found in this way. It gives a 'derivative' function, and is called:

- The first derivative with respect to $x$, or
- The first differential coefficient with respect to $x$, or
- The (first) derived function...
- The gradient function.


In function notation, the gradient is
$f^{\prime}(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h}$

The first derivative is written as $\frac{d y}{d x}$, or $y^{\prime}$, or $\mathrm{f}^{\prime}(x)$.
The second derivative is written as $\frac{d^{2} y}{d x^{2}}, y^{\prime \prime}, \mathrm{f}^{\prime \prime}(x)$.

## Differentiation of Polynomials

$$
\begin{array}{ll}
y=x^{n} \Rightarrow \frac{d y}{d x}=n x^{n-1}, n \in \mathbb{R} & y=k x^{n} \Rightarrow \frac{d y}{d x}=k n x^{n-1} \\
y=k x \Rightarrow \frac{d y}{d x}=k & y=c \Rightarrow \frac{d y}{d x}=0 \\
y=f(x) \pm g(x) \Rightarrow \frac{d y}{d x}=f^{\prime}(x) \pm g^{\prime}(x) & y=k f(x) \Rightarrow \frac{d y}{d x}=k f^{\prime}(x)
\end{array}
$$

## General Rules of Differentiation

$(c f)^{\prime}=c f^{\prime}$
$(f+g)^{\prime}=f^{\prime}+g^{\prime}$
$\left(\frac{f}{g}\right)^{\prime}=\frac{f^{\prime} g-f g^{\prime}}{g^{2}}$

## Derivatives of Simple Functions

| Function $\boldsymbol{f}(\boldsymbol{x})$ | Derivative $\boldsymbol{f}^{\prime}(\boldsymbol{x})$ |
| :---: | :---: |
| $C$ | 0 |
| $X$ | 1 |
| $C x$ | $c$ |
| $x^{n}$ | $n x^{n-1}$ |
| $e^{x}$ | $e^{x}$ |
| $c e^{c x}$ | $c e^{c x}$ |
| $a^{x}$ | $a^{x} \ln a$ |
| $\ln x$ | $\frac{1}{x}$ |
| $\log x$ | $\frac{1}{x \ln (10)}$ |
| $\sin x$ | $\frac{\cos x}{-\sin x}$ |
| $\cos x$ | $\frac{1}{\sqrt{1-x^{2}}}$ |
| $\arcsin x=\sin ^{-1} x$ | $\frac{-1}{\sqrt{1-x^{2}}}$ |
| $\arccos x=\cos ^{-1} x$ | $\sec ^{2} x=\frac{1}{\cos ^{2} x}$ |
| $\tan x$ | $\frac{1}{1+x^{2}}$ |
| $\arctan x=\tan ^{-1} x$ |  |

## Transformation of Graphs and Application of DIFFERENTIATION

## Application of Differentiation - Sketching of Functions

The first derivative of a function gives a gradient of a function at a particular point. If the first derivative is $=0$, the function has a stationery point at that point.

To find whether the stationary point is a maximum or a minimum, you need to find the second derivative. These are the rules to remember:

When $y^{\prime}=0$, and $y^{\prime \prime}<0$, the point is a minimum point
When $y^{\prime}=0$, and $y^{\prime} \gg 0$, the point is a maximum point
When $y^{\prime}=0$, and $y^{\prime \prime}=0$, the point is one of inflexion or maximum or minimum.

## Transformation of Graphs

1. Translation along a $\boldsymbol{y}$ axis is a graph of the function

2. Translation along the $\boldsymbol{x}$ axis is a graph of the function
 $y=f(x+a)$

In this case $a=-3$
3. The reflection in the $x$ axis is a function of the form $y=-f(x)$

4. The reflection in the $y$ axis is a function of the form $y=f(-x)$

5. The 'stretch' in the $y$ axis will happen if the function is of a form $y=a f(x)$

6. The 'stretch' in the $x$ axis will happen if the function is of the form $y=f(a x)$


## INTEGRATION

## The reverse of Differentiation

Integration may be thought of as an inverse process to that of differentiation - each process undoes the other. When integrating however, there is a level of uncertainty as to the value of the constant which may have existed in the equation before it was differentiated. For example, if $f(x)=x^{2}+x+4 \Rightarrow f^{\prime}(x)=2 x+x$. But having to work backwards from $f^{\prime}(x)=2 x+x$ to find the $f(x)$, we can't be certain what value the coefficient next to $x^{0}$ had. We can guess that it was 4 , but it is unlikely we will guess correctly, as it could be any number you can possibly think of. So we use $c$, a constant of integration or the arbitrary constant.
$\frac{d y}{d x}=x^{2} \Leftrightarrow y=\frac{x^{3}}{3}+c \quad$ This can be written as $\quad \int x^{2} d x=\frac{x^{3}}{3}+c$

## RULES FOR DIFFERENTIATING AND INTEGRATING $x^{n}$

$\int x^{n} d x=\frac{x^{n+1}}{n+1}+c$
$\int\{f(x) \pm g(x)\} d x=\int f(x) d x \pm \int g(x) d x$
$\int k f(x) d x=k \int f(x) d x$

## Area under a Curve



Finding the area under a curve is not the same as finding a definite integral of a function. You can use the process of integration to find the area under a curve however.

Here are some rules for definite integration -
$\int_{a}^{b} y d x$
the result is + if the area is above $x$ axis, and - if the area is under the $x$ axis.

For integration between curve and $y$ axis, $\int_{a}^{b} x d y$, the result is + if the area is to the right ( $\mathrm{I}+\mathrm{II}$ quadrant) and - if the area is to the left of the $y$ axis.


Area between two curves $y=f(x)$ and $y=g(x)$ is equal to $\int_{a}^{b}(f(x)-g(x)) d x$

## Trapezium Rule

Area of a trapezium is

$$
A=\frac{1}{2}(a+b)
$$

This is used when we deal with the functions
 that can't be integrated (at all or not easily). In these situations we use the trapezium rule to approximate the area under a curve.


If you imagine the area under the curve divided into a number of trapeziums, $n$ being the number of them, then the area will be equal to their sum:

$$
\int_{a}^{b} f(x) d x \approx \frac{b-a}{2 n}\left(f\left(x_{0}\right)+2 f\left(x_{1}\right)+2 f\left(x_{2}\right)+\cdots+2 f\left(x_{n-1}\right)+f\left(x_{n}\right)\right)
$$

## Rules for Integration of General Functions

$\int a f(x) d x=a \int f(x) d x$
$\int\left[f(x)+g(x) d x=\int f(x) d x+\int g(x) d x\right.$
$\int f(x) g(x) d x=f(x) \int g(x) d x-\int\left[f^{\prime}(x)\left(\int g(x) d x\right)\right] d x$
$\int \frac{f^{\prime}(x)}{f(x)} d x=\ln |f(x)|+c$
$\int[f(x)]^{n} f^{\prime}(x) d x=\frac{[f(x)]^{n+1}}{n+1}+c$
$\int f^{\prime}(x) f(x) d x=\frac{1}{2}[f(x)]^{2}+c$

## Integrals of Simple Functions

| Function $f(x)$ | Integral $\int f(x) d x=F(x)+c$ |
| :---: | :---: |
| $k$ | $k x+c$ |
| 1 | $x+c$ |
| $x^{n}$ | $\frac{x^{n+1}}{n+1}+c$ |
| $e^{x}$ | $e^{x}+c$ |
| $a^{x}$ | $\frac{a^{x}}{\ln a}+c$ |
| $\frac{1}{x}$ | $\ln \|x\|+c$ |
| $\log x$ | $\frac{1}{x \ln (10)}$ |
| $\sin x$ | $\cos x$ |
| $\cos x$ | $-\sin x$ |
| $\arcsin x=\sin ^{-1} x$ | $\frac{1}{\sqrt{1-x^{2}}}$ |
| $\arccos x=\cos ^{-1} x$ | $\frac{-1}{\sqrt{1-x^{2}}}$ |
| $\tan x$ | $\sec ^{2} x=\frac{1}{\cos ^{2} x}$ |
| $\arctan x=\tan ^{-1} x$ | $\frac{1}{1+x^{2}}$ |

## SEQUENCES AND SERIES

## SEQUENCES

A sequence is a set of terms, in a definite order, where the terms are obtained by some rule. A finite sequence ends after a number of terms, whereas the infinite does not. When finding the formula for the terms of the sequence, look for:

- the difference between consecutive terms
- compare with the known sequences (square, cube)
- look for powers of numbers
- do the signs of the terms alternate? If so, it means that $(-1)^{k}=-1$ when $k$ is odd, and
- $(-1)^{k}=1$ when $k$ is even.


## FORMULA FOR A LINEAR SEQUENCE

To find the formula for a linear sequence find the common difference; for example

The common difference is 3 - this will transpire into $3 n$ in the formula. Then look at the first term ( $n=1$ ): you need to add 2 to 3 in order to get 5, therefore the formula will be $3 n+2$.
Check for term 1: $\quad 3 \times 1+2=5$
for term 2: $\quad 3 \times 2+2=8$

## FORMULA FOR A QUADRATIC SEQUENCE

Finding the formula for a quadratic and any higher power sequence is based on making a system of equations which you can then solve simultaneously. For example, for a quadratic sequence general formula will be $a x^{2}+b x+c$.

This will generate sequence like this (for $n=1, n=2, n=3$, etc.):
$a \cdot 1^{2}+b \cdot 1+1, a \cdot 2^{2}+b \cdot 2+1, a \cdot 3^{2}+b \cdot 3+1, \ldots$
where $a \cdot 1^{2}+b \cdot 1+1=$ first term, $a \cdot 2^{2}+b \cdot 2+1=$ second term, etc.
Using the terms of the sequence, and the first and second difference, you get:
$a+b+c=$ first term of the sequence
$3 a+b=$ first difference
$a=$ first - second difference
This is a system of three simultaneous equations which, when solved, gives you a formula for the quadratic sequence.

## SEries and $\Sigma$ notation

When the terms of a number sequence are added, the sum of the terms is called a series. A finite series is one with the finite number of terms, an infinite series is the one which continues indefinitely.

Some rules for summation results are
$\sum_{h}^{k}\left(a_{r}+b_{r}\right)=\sum_{h}^{k} a_{r}+\sum_{h}^{k} b_{r}$
$\sum_{h}^{j} a_{r}+\sum_{j+1}^{k} a_{r}=\sum_{h}^{k} a_{r}$ where $h<j<k$
$\sum_{1}^{n} c=n c$, where $c$ is a constant
$\sum_{m}^{n} k a_{r}=k \sum_{m}^{n} a_{r}$

## Arithmetic Series

The series that has a simple common difference which is added to each subsequent term is called an arithmetic series. The terms of an arithmetic series are said to be in arithmetic progression.

Nth term of an arithmetic series is $=a+(n-1) d$, where $a$ is the first term, $n$ the number of terms, and $d$ common difference.

The sum of the $n$ terms of the arithmetic series (or progression, denoted sometimes as AP ) is given as a function of the first term, $a$, the last term, $l$, and the number of terms, $n$ : $S_{n}=\frac{n}{2}(a+l)$

## Geometric Series

A geometric series is a series whose consecutive terms have a common ratio. Terms of a geometric series are in a geometric progression.
$u_{n}=r u_{n-1} \quad$ or, $r=\frac{u_{n}}{u_{n-1}}$

When $|r|>1$, the new terms will always be bigger than the previous, the sum of the series will be $S_{n}=\frac{a\left(r^{n}-1\right)}{r-1}$, where $a$ is the first term of the sequence, and $r$ the common ratio.

When $|r|<1$, the new terms will be smaller than the previous terms, and the sum is easier to calculate as $S_{n}=\frac{a\left(1-r^{n}\right)}{1-r}$.
Sums of infinite geometric sequences converge to a certain value if, and only if, $|r|<1$.
The sum of such an infinite geometric series will be $S_{n}=\frac{a}{1-r}$.

